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Optional subtitle
What’s next….

We gave several machine learning algorithms: 
• Perceptron 
• Linear Support vector Machine 
• SVM with kernels, e.g. polynomial or Gaussian 

How do we guarantee that the learned classifier will perform well on test data? 
How much training data do we need? 
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Optional subtitle
Example: Perceptron applied to spam classification

With few data points,
there was a big gap between
 training error and test error!

This is the difficulty of one-shot learning.
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In general, not the one-shot learning case
How much training data do you need?

• Depends on what Hypothesis class the learning algorithm considers 
• For example, consider an Instance-based Learning algorithm 

• Input: training data S={(xi,yi)} 
• Output: function f(x) which, if there exists (xi,yi) in S such that x=xi, predicts yi, and otherwise 

predicts the majority label,  
• this learning algorithm will always obtain zero training error 
• But, it will take a huge amount of training data to obtain small test error (i.e. its generalisation 

performance is horrible). 

• Linear classifiers are powerful precisely because of its simplicity 
• Generalisation is easy to guarantee
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A fictional example
Choosing among several classifiers

Suppose Alibaba holds a competition for the best face recognition classifier (+1 
if image contains a face, -1, otherwise) 
Lots of teams compete … 
Alibaba get back 20,000 recognition algorithm 
They evaluate all 20,000 algorithm on  m labelled images which is not 
previously shown to the competitors) and chooses a winner. 
The winner obtains 98% accuracy on m labelled images! 
Alibaba has a face recognition algorithm that is known to be 95% accurate, 

• Should they deploy the winner’s algorithm instead? 
• Can’t risk doing worse … would be a disaster for Alibaba.
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Optional subtitle
A simple setting…

• Classification 
• m data points 
• Finite number of possible hypothesis (e.g. 20000 face recognition classifiers) 

• A learner finds a hypothesis h that is consistent with training data 
• Gets zero error in training: errortrain(h)=0 
• i.e. assume for now that the winner gets 100% accuracy on the m labelled images ( we’ll  

handle 98% case afterward) 

• What is the probability that h has more than     true error? 
• errortrue(h)

"
� "
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A simple setting— Finite number of possible hypothesis

• Empirical Risk Minimisation(ERM) 
• training set S from an unknown distribution D; labeled by target function f;  Output: hs: X—>Y; 
• Empirical error/empirical risk/training error: errors of classifier incurs over the training sample. 
• ERM may go wrong —- Overfitting. 

• Empirical Risk Minimisation with Inductive Bias 
• A common solution is to apply the ERM learning rule over a restricted search space. 
• the learner should choose in advance (before seeing the data) a set of predictors. This set is 

called a hypothesis class and is denoted by H. Each h in H function mapping from X to Y. For 
a given class H, and a training sample S, the ERMH learner uses the ERM rule to choose a 
predictor h with the lowest possible error over S.  

• Such restrictions are often called an inductive bias.

（通常的解决⽅方案是在⼀一个受限的搜索空间使⽤用ERM学些规则）。
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Optional subtitle
Some Concepts

• Empirical Risk Minimisation (ERM) 经验⻛风险最⼩小化 
• 对于Learner ⽽而⾔言，训练样本是真实世界的⼀一个缩影，因此利利⽤用训练集来寻找⼀一个对于数据的
可⾏行行解是合理理的。 

• Overfitting： ⼀一个预测器器在训练集上的效果⾮非常优秀，但是在真实世界中的
表示⾮非常糟糕。 
• 正如⽇日常⽣生活中，⼀一个⼈人如果能对⾃自⼰己的每个⾏行行为都做出完美的解释，那么这个⼈人是容易易令
⼈人产⽣生怀疑的。



Chap8 Recap — probability
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Introduction to probability: outcomes
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Optional subtitle
Introduction to probability: events
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Optional subtitle
Introduction to probability: union bounds
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Optional subtitle
Introduction to probability: independence
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Optional subtitle
Introduction to probability: independence
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Introduction to probability
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Introduction to probability



Chap 8 PAC bound
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A simple setting…

• Classification 
• m data points 
• Finite number of possible hypothesis (e.g. 20000 face recognition classifiers) 

• A learner finds a hypothesis h that is consistent with training data 
• Gets zero error in training: errortrain(h)=0 
• i.e. assume for now that the winner gets 100% accuracy on the m labelled images ( we’ll  

handle 98% case afterward) 

• What is the probability that h has more than      true error? 
• errortrue(h)

"
� "
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How likely is a bad hypothesis to get m data points right?
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Optional subtitle
Are we done?
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Optional subtitle
How likely is learner to pick a bad hypothesis?
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Optional subtitle
Generalisation error of finite hypothesis spaces [Haussler ’88]
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Optional subtitle
Limitations of Haussler ’88 bound
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Question: what’s the expected error of a hypothesis?
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Optional subtitle
Generalisation bound for |H| hypothesis
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PAC bound and Bias-Variance tradeoff
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Optional subtitle
PAC bound: How much data?
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A fictional example
Returning to our example…

Suppose Alibaba holds a competition for the best face recognition classifier (+1 
if image contains a face, -1, otherwise) 
Lots of teams compete … 
Alibaba get back 20,000 recognition algorithm 
They evaluate all 20,000 algorithm on  m labelled images which is not 
previously shown to the competitors) and chooses a winner. 
The winner obtains 98% accuracy on m labelled images! 
Alibaba has a face recognition algorithm that is known to be 95% accurate, 

• Should they deploy the winner’s algorithm instead? 
• Can’t risk doing worse … would be a disaster for Alibaba.
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Optional subtitle
Returning to our example…

Alibaba



Appendix VC dimension
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Optional subtitle
What about continuous hypothesis spaces?



Fudan-SDS Confidential  -  Do Not Distribute

Optional subtitle
How many points can a linear boundary classify exactly? (1-D)
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Optional subtitle
Shattering and Vapnik-Chervonenkis Dimension
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Optional subtitle
How many points can a linear boundary classify exactly? (3-D)
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Optional subtitle
How many points can a linear boundary classify exactly? (d-D)
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PAC bound using VC dimension
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Example of VC dimension
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Optional subtitle
What you need to know


