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What's next....

Optional subtitle

We gave several machine learning algorithms:
* Perceptron
* Linear Support vector Machine

o SVM with kernels, e.g. polynomial or Gaussian

How do we guarantee that the learned classifier will perform well on test data”

How much training data do we need”
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Example: Perceptron applied to spam classification

Optional subtitle
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How much training data do you need”

In general, not the one-shot learning case

* Depends on what Hypothesis class the learning algorithm considers

* For example, consider an Instance-based Learning algorithm
* |nput: training data S={(xi,Vi)}

* Qutput: function f(x) which, if there exists (xi,yi) In S such that x=x; predicts yi, and otherwise
poredicts the majority label,

* this learning algorithm will always olbtain zero training error

* But, it will take a huge amount of training data to obtain small test error (i.e. its generalisation
oerformance is horrible).

* |Linear classifiers are powerful precisely because of its simplicity
* (Generalisation is easy to guarantee
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Choosing among several classifiers

A fictional example

Suppose Alibaba holds a competition for the best face recognition classifier (+1
if Image contains a face, -1, otherwise)

Lots of teams compete ...
Alibaba get back 20,000 recognition algorithm

They evaluate all 20,000 algorithm on m labelled images which is not
previously shown to the competitors) and chooses a winner.

The winner obtains 98% accuracy on m labelled images!

Alibaba has a face recognition algorithm that is known to be 95% accurate,
e Should they deploy the winner’s algorithm instead?
e Can’t risk doing worse ... would be a disaster for Alibaba.
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A simple setting...

Optional subtitle

H, &H
consistent
with data

e (Classification
* m data points

* Finite number of possible hypothesis (e.g. 20000 face recognition classifiers)

* Alearner finds a hypothesis h that is consistent with training data
* Gets zero error in training: errorirain(h)=0

* |.e. assume for now that the winner gets 100% accuracy on the m labelled images ( we’ll
handle 98% case afterward)

* \What is the probability that h has more than & true error”?
* erorieh) > &
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A simple setting— Finite number of possible hypothesis

 Empirical Risk Minimisation(ERM)

e training set S from an unknown distribution ‘D; labeled by target function f, Output: hs: X—>7;

* Empirical error/empirical risk/training error: errors of classifier incurs over the training sample.

« ERM may go wrong —- Overfitting.

* Empirical Risk Minimisation with Inductive Bias

A common solution is to apply the ERM learning rule over a restricted search space.

* the learner should choose in advance (before seeing the data) a set of predictors. This set is
called a hypothesis class and is denoted by H. Each h in H function mapping from X to Y. For

a given class ‘H, and a training sample S, the ERM learner uses the
predictor h with the lowest possible error over S.

RM rule to choose a

- Such restrictions are often called an inductive bias.
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Some Concepts

Optional subtitle

o Empirical Risk Minimisation (ERM) 2236 X /& &x/)\t
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C h ap8 Recap — probability
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INntroduction to probabllity: outcomes

* An outcome space specifies the possible outcomes that we would
like to reason about, e.g.

} Coin toss

.- QOBHTD ...

* We specify a probability p(x) for each outcome x such that

T‘I > H
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INntroduction to probabillity: events

Optional subtitle

* An event is a subset of the outcome space, e.g.

{ @, @, @} Even die tosses
{ e, 9, @ § 0dd die tosses

* The probability of an event is given by the sum of the probabilities
of the outcomes it contains,

p(E) =) pla) E.g., p(E)= p(@)+ p(@) + p(@)

zel = 1/2. if fair die
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INntroduction to probabllity: union bounds

Optional subtitle

* P(AorBorCorDor...)
<PA)+P(B)+P(C)+PD)+...

Q: When is this a tight bound?  A: For disjoint events

(i.e., non-overlapping circles)
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INntroduction to probabllity: independence

Optional subtitle
* Two events A and B are independent if

p(ANB) =p(A)p(B)

Are these events independent?
1
p(A)p(B) = (g)

* Suppose our outcome space had two different die:

= {“,0@,0@, ,@@} 2 die tosses

62 = 36 outcomes

and each die is (defined to be) independent, i.e.
QD P @r @D - @,

=
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INntroduction to probabllity: independence

Optional subtitle

« Two events A and B are independent if

p(ANB) = p(A)p(B)

Are these events independent?

Yes! p(ANB) = p(w)
p(a)p(B) - PP PP
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INntroduction to probability

P(AuB)= P(A)+ P(®) - P(ANB) Mutually Exclusive

P(Ang)=0
A B P(AuB) = P(R) + P(B)
m A )
M OO|

U = outcome space
A,B events

Independence ’ Condrionsl. %W\"\‘ﬁ

P(An B) = P(A)P(B) P(AIB) = ﬂ(%)

. m
U

[Figures from http://ibscrewed4maths.blogspot.com/]
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INntroduction to probabllity

Optional subtitle

Notation: Val(X) = set D of all values assumed by variable X

p(X) specifies a distribution: p(X = z) > 0 Vz € Val(X)
Y X =2)=1
reVal(X)

X=x is simply an event, so can apply union bound, conditioning, etc.

Two random variables X and Y are independent if:
pX =zY =y)=p(X =z)p(Y =y) Vze Val(X),y € Val(Y)

The expectation of X is defined as: E[X]= ) p(X =z)z
reVal(X)

For example, E[Zf‘] = Z p(Z{‘ =2)z = p(Z,{" =1)

z€{0,1}
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C h ap 8 PAC bound
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A simple setting...

Optional subtitle

H, SH

consistent
with data

e (Classification
* m data points

* Finite number of possible hypothesis (e.g. 20000 face recognition classifiers)

* Alearner finds a hypothesis h that is consistent with training data
» Gets zero error in training: errorirain(h)=0

* |.e. assume for now that the winner gets 100% accuracy on the m labelled images ( we'll
handle 98% case afterward)

* \What is the probability that h has more than £ true error?
* erorieh) > &
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How likely Is a bad hypothesis to get m data points right”

 Hypothesis h that is consistent with training data
— got mi.i.d. points right
— h “bad” if it gets all this data right, but has high true error
— What is the probability of this happening?

* Probability that h with error
point correctly:

«uel ) 2 € classifies a randomly drawn data

1. Pr(h gets data point wrong | error,.(h) =€) = ¢

2. Pr(h gets data point wrong | errory,.(h) 2 ¢) 2 ¢

3. Pr(h gets data point right | errory,.(h) 2 €) = 1 - Pr(h gets data point wrong | error,.(h) 2 ¢)

<1-¢
* Probability that h with error,,(h) =2 ¢ gets m iid data points correct:

Pr(h gets m /id data points right | errory .(h) 2 ) = (1-¢)™ <e*m
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Are we done”?

Optional subtitle

Pr(h gets m /id data points right | error,, .(h) 2 ¢) < e-*m

» Says “if h gets m data points correct, then with very high

probabilit’y (i.e. 1-e™*™M) it is close to perfect (i.e., will have
error < g)

* This only considers one hypothesis!

Suppose 1 billion people entered the competition, and
each person submits a random function

For m small enough, one of the functions will classify all
points correctly — but all have very large true error

— -
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How likely Is learner to pick a bad hypothesis?

Optional subtitle

Pr(h gets m /id data points right | errory,.(h) 2 ¢) < e*M

Suppose there are |H_| hypotheses consistent with the training data

— How likely is learner to pick a bad one, i.e. with true error > €
— We need to a bound that holds for all of them!

P(errory,.(hy) 2 € OR errory,.(hy) 2 ¢ OR ... OR errory,(h ) 2 ¢)

< > P(error, .(h,) 2 ¢€) < Union bound

< > (1-¢)m < bound on individual h;s
< |H|(1-¢)™ < |He| = [H|

< [H| e™e & (1-¢) < e for 0<e<1
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Generalisation error of finite hypothesis spaces [Haussler ‘88|

Optional subtitle

We just proved the following result:

Theorem: Hypothesis space H finite, dataset D
with mi.i.d. samples, 0 < e <1:forany
learned hypothesis h that is consistent on the
training data:

P(erroriye(h) >¢€) < |[Hle ¢

S~
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: A t G
USIHg 3 PAC bound rgument: Since for all h we know that
| P(errorrye(h) >¢€) < |Hle™ ™"

Typically, 2 use cases:

... with probability 1-6 the following
— 1: Pick € and §, compute m holds... (either case 1 or case 2)

— 2: Pick m and 0, compute ¢

Says: we are willing to

— N tolerate a & probability of
p(errorirye(h) > €) < [H|em ™ <6 ]» e lity o
n (|H|e™™¢) <Inéd

In|H| —me <1Ind

Case / \ACase 5

In [H| +In § In[H| +In %
m Z/ € >
€ '& - Tl
Log dependence on [H|, ¢ has stronger \
influence than o e shrinks at rate O(1/m)

]
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L imitations of Haussler ‘88 bound

Optional subtitle

 There may be no consistent hypothesis h (where error,, . (h)=0)

train

* Size of hypothesis space
— What if |H]| is really big?
— What if it is continuous?

* First Goal: Can we get a bound for a learner with error,, . (h) in

training set?

=
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Question: what’s the expected error of a hypothesis?

* The probability of a hypothesis incorrectly classifying: » = (#,v)1[h(Z) # ]

(Z,y)

* We showed that the Z"random variables are independent and identically
distributed (i.i.d.) with Pr(Z' = 0) = ) * p(Z, y)1[h(Z) # y]

(Z,y)

Estimating the true error probability is like estimating the parameter of a
coin!

* Chernoff bound: for m i.i.d. coin flips, X;,...,X., where X. € {0,1}. For O<e<1:

: p(X;=1)=10
PlO——) a >e) §6_2m€2
m =

T E[%ix}] =%iE[Xi] _ ¢

True error Observed fraction of T
probability points incorrectly classified (by linearity of expectation)
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Generalisation bound for |H| hypothesis

Optional subtitle

Theorem: Hypothesis space H finite, dataset D
with mi.i.d. samples, 0<e < 1:foranylearned

hypothesis h:

2
P (errorirye(h) — errory.gin(h) > €) < |H|e‘2m6

Why? Same reasoning as before. Use the Union
bound over individual Chernoff bounds
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Optional subtitle

PAC bound and Bias-Variance

_ tradeoff
N
P (erroryrye(h) — erroripgin(h) > ¢€) < |H| o —2me>

or, after moving some terms around
w|th probability at least1-6: | .

errorirye(h) < errofyeqin(h) + \

m Important: PAC bound holds for all h,
but doesn’t guarantee that algorithm finds best h!!!

©2005-2007 Carlos Guestrin 17
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PAC bound and Bias-Variance tradeoft

Optional subtitle

for all h, with probability at least 1-6:

In|H| 4+ In+
errortrue(h) < errortrain(h) + \ ‘ .
2m

\_Y_ll_'_l

“blas” “variance”

* Forlarge |H|
— low bias (assuming we can find a good h)
— high variance (because bound is looser)
 Forsmall |H|
— high bias (is there a good h?)
— low variance (tighter bound)
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PAC bound: How much data”

Optional subtitle

P (erroriyye(h) —erroryeqin(h) >¢€) < \H|e—2m€2

In|H| 4+ In 3

2m

errort'rue(h) S errOrtrain(h) + \

* Given 0, how big should m be?

> ! (In|H| —+ In 1)
m —
— 2¢? o)

-
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Returning to our example...

A fictional example

Suppose Alibaba holds a competition for the best face recognition classifier (+1
if Image contains a face, -1, otherwise)

Lots of teams compete ...
Alibaba get back 20,000 recognition algorithm

They evaluate all 20,000 algorithm on m labelled images which is not
previously shown to the competitors) and chooses a winner.

The winner obtains 98% accuracy on m labelled images!

Alibaba has a face recognition algorithm that is known to be 95% accurate,
e Should they deploy the winner’s algorithm instead?
e Can’t risk doing worse ... would be a disaster for Alibaba.
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Returning to our example...

Optional subtitle

|IH|=20,000 competitors

eITOr e (AllDaba ) = .05

In|H|+ In
erroriryue(h) < errory,.,.n(h) + Sy 0
=.02 error on m = 100 images

the m images

09+ \/111(20, 000) +In(100) ., 9q

Suppose 6=0.01 and m=100: 500

) | In(20,000) +In(100) ~ 047
Suppose 6=0.01 and m=10,000: 02 +\/ 20,000

So, with only ~100 test images, confidence interval too large! Do not deploy!

But, if the competitor’s error is still .02 on m>10,000 images, then
we can say that it is truly better with probability at least 99/100
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What albout continuous hypothesis spaces”

Optional subtitle

In|H| 4 In%

2m

errofrirye(h) < erroryqin(h) + \

* Continuous hypothesis space:
— |H| =

— Infinite variance???

* Only care about the maximum number of
points that can be classified exactly!
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How many points can a linear boundary classify exactly”? (1-D)

Optional subtitle

2 Points: Yes!!

..... +_
...... _.+
3 Points: No...
++_ .....
coe ol e
...... -++
._+_ .....

etc (8 total)
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Shattering and Vapnik-Chervonenkis Dimension

Optional subtitle

A set of points Is shattered by a hypothesis
space H Iff:

— For all ways of splitting the examples into
positive and negative subsets

— There exists some consistent hypothesis h

The VC Dimension of H over input space X

— The size of the /largest finite subset of X
shattered by H




How many points can a linear boundary classify exactly”? (3-D)

Optional subtitle

3 Points: Yest! X \ ) :_’ ) ‘_

+ - + =

4 Points: No...

etc.

[Figure from Chris Burges]
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How many points can a linear boundary classify exactly”? (d-D)

Optional subtitle

* Alinear classifier wy+3._; 4w.x; canrepresent all assignments
of possible labels to d+1 points

— But not d+2!!
— Thus, VC-dimension of d-dimensional linear classifiers is d+1
— Bias term w,, required

— Rule of Thumb: number of parameters in model often
matches max number of points

* (Question: Can we get a bound for error in as a function of
the number of points that can be completely labeled?

W. -
|=' /' K ﬁ 4% "Jé F‘;C\l
T3’  School of Dala Science




PAC bound using VC dimension

Optional subtitle

* VCdimension: number of training points that can be
classified exactly (shattered) by hypothesis space H!!!

— Measures relevant size of hypothesis space

VC(H) (ln vean + 1) +1In%

errorgrye(h) < errortrain(h-)+\ .

e Same bias / variance tradeoff as always
— Now, just a function of VC(H)

* Note: all of this theory is for binary classification
— Can be generalized to multi-class and also regression
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Example of VC dimension

Optional subtitle

VCO(H) (In 27 < +1) +1In%
VO(H 0
errorlr'uc(h‘) < errortrain(h) | \ ( ( ) )

* Linear classifiers:
— VC(H) = d+1, for d features plus constant term b

e SVM with Gaussian Kernel
— VC(H) = oo

A A
AR B A
A g AR
A

[Figure from Chris Burges]
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VWhat you need to know

Optional subtitle

* Finite hypothesis space

— Derive results
— Counting number of hypothesis

— Mistakes on Training data

* Complexity of the classifier depends on number of
points that can be classified exactly

— Finite case — number of hypotheses considered

— |Infinite case — VC dimension

* Bias-Variance tradeoff in learning theory
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